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Abstract: The present technological era significantly makes use of Internet-of-Things (IoT) devices for
offering and implementing healthcare services. Post COVID-19, the future of the healthcare system
is highly reliant upon the inculcation of Artificial-Intelligence (AI) mechanisms in its day-to-day
procedures, and this is realized in its implementation using sensor-enabled smart and intelligent
IoT devices for providing extensive care to patients relative to the symmetric concept. The offerings
of such AI-enabled services include handling the huge amount of data processed and sensed by
smart medical sensors without compromising the performance parameters, such as the response time,
latency, availability, cost and processing time. This has resulted in a need to balance the load of the
smart operational devices to avoid any failure of responsiveness. Thus, in this paper, a fog-based
framework is proposed that can balance the load among fog nodes for handling the challenging
communication and processing requirements of intelligent real-time applications.

Keywords: fog computing; load balancing; healthcare; cloud computing

1. Introduction

Visualization of the future connected world is incomplete without including the
Internet of Things (IoT). IoT devices are artificially intelligent and are available to be
utilized by various applications that can provide efficient performance for end-users. The
data of various applications are collected by these devices [1]. Various smart devices
produce a large amount of data, which is utilized by various applications for better decision
making and better services for end-users [2].

The interconnections between various devices and application helps in learning the
existing system and improving it for efficient functionality. IoT is utilized in various
fields for day-to-day activities, such as smart offices, buildings, healthcare, grid system,
traffic management, healthcare, agriculture and many more fields. Medical services are an
important concern in everyone’s life. The contribution to health services can reduce the
cost and provide better services to people.
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Various routine activities can be monitored with IoT devices, such as incorrect posture,
unhealthy eating habits, and a prolonged sedentary schedule. These activities can cause
multiple diseases when repeated frequently. If these activities are monitored well by IoT
devices, many drastic diseases can be prevented. Some other routine activities that can be
monitored include nutritional habits, sleep duration, workout duration etc. Patient health
routine information, health emergencies, temperature and blood information can also be
handled by IoT devices effectively. Additionally, the use of IoT has increased the quality of
various healthcare environments, such as continuous real-time tracking, management of
patient information, health emergency management, the management of blood information
and health management [3,4].

Various medical sensors and healthcare devices produce data at high speed as patients
are monitored in real-time; the information thus produced is stored, processed and analyzed.
Generally, devices equipped with sensors have less power, limited battery, less storage and
limited networking capabilities [5]. Thus, the data collected depend on another framework
that can perform computation, storage and analysis. The main concern in implementing
smart healthcare is the storage and security of huge data produced by smart healthcare
devices. One possible solution for this is the cloud.

Cloud computing has massive storage and processing capability. The major require-
ment of healthcare resources is sharing of data and information [6,7]. Cloud computing can
share and maximize resources by utilizing virtualization. Location-independent services
are provided by cloud computing [8,9]. Cloud services can be utilized by end-users from
anywhere and through any device. This integration of IoT and cloud computing can reduce
the overall cost [10–12].

The major advantage of cloud computing in the healthcare scenario is that services
are moved towards the home of the patient, which plays a major role in reducing the
overall cost of healthcare. Some other advantages include a healthy patient environment
and healthcare resources that can be immediately provided to patients in an emergency
with a minimum delay [13,14]. Early identification and diagnosis of health issues can
be done effectively by utilizing the services of the cloud. Sometimes cloud computing
does not perform well with latency-sensitive applications. As the number of requests and
computation requests increases it becomes difficult for cloud computing to process all the
requests with minimum delay.

To handle the difficulties faced by cloud computing, fog computing has been intro-
duced [15]. Some other computing paradigms have also been proposed by researchers,
such as edge computing and mist computing. In mist computing, micro-controllers and
sensors are equipped on end devices, which are utilized for performing computations;
whereas, in edge computing, computation is done at the end device, and in fog computing,
the computations are performed at fog nodes that lies between cloud and end devices.

The major goal of this work is to improve health monitoring systems based on IoT
devices such that data collected from Wireless Sensor Networks (WSNs) are processed
quickly and context-sensitive data that is relevant to the patient is taken into account [16].
We do this by implementing a fog layer that reduces the latency in health monitoring
systems and allows for real-time monitoring. In doing so, we hope to secure patient
information security, ensuring that patient privacy is protected and that data tampering by
third parties is prevented.

The main contributions of this paper are as follows:

• A study of load-balancing algorithms of fog computing along with the upcoming
challenges are presented. The role of AI techniques in healthcare for upcoming
researchers is depicted.

• A framework is proposed for healthcare so that critical patients requiring immediate
help can obtain it immediately from the hospital.

• Fog computing is utilized in the framework to minimize service latency.

The paper organization is as follows: Section 2 presents a literature survey on the
load-balancing approaches used in fog-based architecture. Section 3 depicts the role of AI
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in healthcare. Section 4 presents the research methodology. Section 5 includes a proposed
framework, and Section 6 concludes our findings and presents the future scope. When fog
computing architecture is utilized for healthcare services, the most crucial parameter that
can affect the overall performance is the latency, which can be better handled if no node is
over-utilized or under-utilized. Therefore, the next section briefly discusses the taxonomy
of load balancing.

2. Taxonomy of Load Balancing in Fog Computing

This section covers the literature survey related to fog load balancing. Although there
are multiple ways of classifying the load-balancing algorithms, broadly these can be classi-
fied as approximate, exact, fundamental and hybrid methods (Figure 1). However, some
other classifications are also possible, such as centralized, distributed, semi-distributed and
by who initiated the process or system state. The literature survey highlights the differences
between these techniques, the evaluation tools used, parametric evaluation, the evaluation
methods and the pros and cons.
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2.1. Estimated Methods

In this method, techniques, such as stochastic, probabilistic and statistics are studied.
Stochastic methods are also known as random methods. These are the mathematical model
for such processes, which vary randomly.

Stochastic Methods and Probabilistic Methods

Probabilistic methods tend to combine logic and reasoning to handle uncertainty
with deductive logic. Statistical methods are concerned with the collection, organization,
interpretation and analysis of parameters and factors associated with a phenomenon. This
deals with various aspects of data, such as planning for collecting data, creating a survey
design and experiments.

• Heuristic Methods

Heuristic methods are based upon experience for applications that seek to attain
optimization for finding the best possible solution to a problem. This “trial and error”
method is used for finding the best possible solution in the most favorable amount of time.
In this approach, the solution can be better than the optimal solution. Sometimes they
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can outperform the guess. Hill climbing [17], Min-conflicts [18] and Analytic Hierarchy
Process [19] are examples of heuristic methods.

Researchers have used different architectures for implementing load balancing in fog
computing: some have used single-layer architectures, whereas some have used three-layer
or multi-layer architectures. Zahid and co-authors [17] presented a three-layer scenario
that consists of a consumer layer, distributed fog layer and centralized cloud layer. This
algorithm reduces the response time and processing time of fog nodes to end-users.

Kamal et al. [18] used Min conflict scheduling for solving constant satisfaction prob-
lems. Three-layer architecture was used by the author. This method uses a heuristic
technique for proposing the load-balancing mechanism. To model the performance of a fog
system, Banaie et al. [19] developed various vacation-based queuing systems. They used
multi-gateways architecture and a resource caching policy in the IoT domain to speed up
user access to sensor data.

To provide global load fairness across network entities, a load-balancing strategy
based on the Analytic Hierarchy Process (AHP) method was also used. Furthermore, by
referring to load balancing in a fog environment, Oueis et al. [20] focused on increasing
the user experience. They took into account many users who required compute offloading,
and the requests had to be completed entirely by local computing cluster resources.

A Virtual-Machine (VM) scheduling technique as also suggested by Xu et al. [21] to
balance the load in the cloud–fog system.

• Meta-Heuristic Methods

As a higher-level heuristic method, a meta-heuristic technique is problem-independent
and can be used to solve a wide range of issues. All recent higher-level approaches are
referred to as “meta-heuristics” today [17]. Diversification and intensification are the two
major components of current meta-heuristics [22]. To develop an influential and effective
meta-heuristic method, it is necessary to strike a balance between diversification and
intensification. A metaheuristic method investigates the entire solution space; a new set of
solutions should be generated, and the search should be intensified around the optimal or
near-optimal solutions. Some meta-heuristic methods have been studied in the literature,
including Particle Swarm Optimization [23–25], the Fireworks Algorithm [26] and the
Bat Algorithm [27].

To address the problems, He et al. [23] combined fog and Software-Defined Net-
working (SDN). They presented an SDN-based modified constrained optimization particle
swarm optimization method for the proper utilization of SDN and cloud/fog architecture
on the Internet of Vehicles. Wan et al. [24] proposed an energy-aware load balancing and
scheduling solution based on the fog network.

To balance the manufacturing cluster load, an energy consumption model was pro-
posed on the fog node that was related to the workload, and then an optimization function
was established. The modified Particle Swarm Optimization (PSO) method was then used
to obtain a good solution, and the manufacturing cluster was given precedence to complete
jobs. Shi et al. [25] solved the delay problem by incorporating fog and SDN into a cloud-
based mobile face recognition architecture. They also defined load balancing in the SDN
and fog/cloud systems as an optimization issue and proposed solving the problem with a
Fireworks Algorithm (FWA) based on SDN centralized control.

Yang [26] proposed a three-layered architecture based on fog/cloud networks and big
medical data, including cloud, fog, and medical devices as components. The bat algorithm
in the suggested architecture used a load balancing method to complete the first setup of
bat population data, which increased the quality of the initial sample solution.

Machine learning, fuzzy logic [27] and game theory [28] are examples of probabilis-
tic/statistic load-balancing mechanisms mentioned in this section. Singh et al. [27] also
presented a load balancer based on fuzzy logic in fog networks, with several levels of tuning
and design of fuzzy controls. The proposed fuzzy logic model was utilized to analyze links
as interconnects for traffic management. Abedin et al. [28] proposed a fog-load-balancing
problem to reduce the cost of fog-load-balancing in a Narrow-Band Internet of Things
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environment (NB-IoT). To begin, the NB-temporal IoT’s resource scheduling challenge was
modelled as a bankruptcy game. The transportation problem was then solved using Vogel’s
approximation methodology, which finds a feasible load balancing solution.

2.2. Exact Methods

Exact approaches can tackle optimization problems in the most efficient way possible.
Each optimization problem can be handled by using an exact search; however, the larger
the number of instances, the longer it takes to find the best answer. The exhaustive
search takes a long time compared to the exact approaches [29]. Graph theory [30,31],
gradient-based [32–34] decomposition [35–38] and combinatorial [39,40] are some of the
exact approaches in the literature examined.

Ningning et al. [30] employed graph partitioning theory to develop a fog computing
load-balancing approach based on dynamic graph partitioning. The authors demon-
strated that the fog computing framework could flexibly design the system network after
cloud atomization and that the dynamic load-balancing mechanism was capable of cus-
tomizing the system and decreasing the node migration caused by system modifications.
Puthal et al. [31] also proposed a load balancing methodology to assess Edge Data Centers
(EDCs) and discover less loaded EDCs for work distribution. When locating less loaded
EDCs for work allocation, this strategy is more useful than previous ways. It not only
improves the load balancing efficiency but also enhances security by requiring destination
EDCs to authenticate.

Furthermore, Fan and Ansari [32] established a workload balancing model in a fog
network for decreasing the data flow delay in processing operations and communications
by connecting IoT devices to appropriate base stations. Fog computing was employed by
Barros et al. [33] to reduce the logical distance between consumption and central distribu-
tion. The power flow information as managed more effectively and at a lesser cost by IoT
devices at the network edge. They compared the performance of the Gauss–Seidel and
Newton–Raphson methods to produce real-time computations of the load flow problem
with the help of fog.

Beraldi and Alnuweiri [34] investigated load balancing among fog nodes and handled
the fog system’s unique problems. They used randomized-based load balancing methods,
which took advantage of the power of random choice. They developed sequential probing
as an alternative to traditional randomization procedures based on parallel exploration.

Chen and Kuehn [35] looked at the downlink of a cache-Enabled Fog-Radio Access
Network (FRAN) and examined how to communicate while consuming the least amount of
power. An effective load-balancing technique was proposed based on channel states. The
proposed algorithm considered increasing the cache memory for a higher content hitting
rate to be a cost-effective technique of achieving greener networks.

Maswood et al. [36] presented a Mixed-Integer Linear Programming (MILP) model
for improving the bandwidth cost in routing, network link utilization, and server resource
usage in the fog/cloud environment. They looked at load balancing strategies at both the
server and network levels. Sthapit et al. [37] also provided remedies for circumstances
where the cloud or fog is not available. The sensor network was first represented using a
network of queues, and then a linear programming methodology was used to determine
scheduling decisions while considering load balancing.

By employing connected automobile systems as an illustrative example, Chen et al. [38]
demonstrated that vehicle mobility patterns may be used to execute periodic load balancing
in fog servers. They suggested a task model for tackling the scheduling problem at the
server level, rather than at the device level.

In addition, Dao et al. [39] proposed an Adaptive Resource Balancing (ARB) model
to maximize serviceability in FRANs, in which Resource Block (RB) utilization within
Remote Radio Heads (RRHs) is balanced using the Hungarian method and backpressure
technique while taking into account a time-varying network topology caused by potential
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RRH mobility. Mukherjee et al. [40] presented a load-balancing approach to specify the
trade-off between computing delays and transmission in FRANs.

2.3. Fundamental Methods

Studies on load-balancing techniques in fog computing in the literature are based on
simple methods without sophisticated computations, which are characterized as fundamen-
tal approaches. Shortest Job First [41], Throttled, Round Robin (RR) and First Fit [42,43] are
examples. The selected fundamental methods are reviewed in this section. Nazar et al. [41]
proposed a load-balancing algorithm based on the Modified Shortest Job First (MSJF) to
manage user request load amongst VMs at the fog level to optimize the cloud and fog
performance.

Ahmad et al. [42] presented an integrated cloud and fog-based platform for success-
fully managing energy in smart buildings. For load balancing, the First Fit (FF) method
was used, which selects VMs based on memory block partitioning. Smart buildings with
several flats contain IoT devices that were considered in the cloud/fog-based paradigm.
Tariq et al. [43] created a fog-based system to cover a huge area of six global regions, each
treated as a distinct region with many customers sending fog requests for access to the
required resources.

Chekired et al. [44] also provided a decentralized scheduling architecture for the
energy management of Electric Vehicles (EVs) based on the fog system paradigm, where an
optimal Load Balancing Algorithm (LBA) was achieved using a priority-queuing model.
Regarding specific multi-tenancy concerns, such as latency and priority, Neto et al. [45]
suggested a Multi-tenant Load Distribution technique for Fog networks (MtLDF). They
also gave case examples to demonstrate the applicability of the suggested strategy in
comparison to a latency-driven load distribution mechanism.

Batista et al. [46] offered an approach based on performing load balancing needs for
the Fog of Things (FoT) platforms through programmability for distributed IoT settings
using SDN. The authors dealt with the issues by using a FoT load-balancing technique and
evaluating response time and lost samples as two measures. A load-balancing mechanism
was proposed for efficiently selecting VMs within a fog system so that customers obtain a
quick response with minimal latency.

Verma et al. [47] proposed an Efficient Load Balancing (ELB) methodology in addition
to fog-cloud-based architecture. It used the information replication methodology to keep
those data on fog networks, reducing the overall reliance on big data centers. Talaat
et al. [48] provided an influential load-balancing approach for fog systems that is suitable
for healthcare applications. ELBS used caching methods and real-time scheduling to
achieve essential load balancing in a fog environment. The authors presented ELBS for fog
environments that are suitable for healthcare applications.

2.4. Hybrid Methods

Hybrid approaches use a combination of approximate, accurate, and basic methods
to achieve load balancing in fog networks [48–53]. This section looks at studies that used
hybrid methodologies. Naqvi et al. [49] introduced a fog computing concept to boost cloud
computing processing speed as a cloud computing supplement.

For request processing, fog nodes with four to nine VMs employ service broker policies.
The Ant Colony Optimization (ACO) load-balancing algorithm, throttle, and RR are used
to balance the load on virtual machines. Abbasi et al. [50] focused on the application of
fog computing to a Smart Grid (SG) that consists of a distributed generation environment
known as a microgrid.

The study’s goal was to enhance the reaction time, delay time, and resource use. The
proposed virtual machine load-balancing technique outperformed the other strategies in
the study. To increase the communication between consumers and the electrical supplier,
Ali et al. [51] presented a four-layered SG-based architecture, which covered a large area of
residents. For VM allocation, three load balancing strategies were used, with the service
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broker policies used for simulations being the most dynamically reconfigurable and closest
to data centers.

By employing bin pack approaches, Zubair et al. [51] employed a Genetic Algorithm
(GA), throttle and Round Ronin (RR) for load-balancing mechanisms. In this study, an
SG was combined with fog, as well as a cloud-based model and three locations with
some buildings. Waseem et al. [52] proposed a Software-Defined Network (SDN)-based
technique. Furthermore, Talaat et al. [53] introduced a load-balancing strategy in a fog-
based healthcare setting employing the dynamic resource allocation methodology based
on Q-learning and GA.

The load-balancing strategy continuously monitors network traffic, collects informa-
tion about each server’s load and manages incoming requests using a dynamic resource
allocation mechanism to spread them across the available servers. Talaat et al. [53] provided
an influential load-balancing approach for fog systems that is suitable for healthcare appli-
cations. The approach uses caching methods and real-time scheduling to achieve essential
load balancing in a fog environment. The authors presented ELBS for fog environments
that are suitable for healthcare applications.

In the literature survey, various load-balancing mechanisms were studied. The most
explored parameters by various researchers were the response time, latency, energy, pro-
cessing time and resource utilization. Other parameters, such as the scalability, reliability,
security and throughput still require attention from researchers. Most researchers are
assuming that virtual machines are already clustered and pay almost negligible attention
to cluster-based techniques for improving the load balancing process.

In this paper, a framework is presented that considers clustering as a pre-process for
load balancing. Artificial intelligence applications when combined with fog computing
framework can immensely improve the end-user experience by minimizing latency for the
time-sensitive scenarios. In the next section, the importance of AI in healthcare scenarios is
explicated.

3. AI in Health Care

Artificial intelligence (AI) in healthcare employs a large number of complicated algo-
rithms that automate the completion of specific tasks. AI is a term that refers to technology
that can mimic and recreate human-like activities. These processes are related to learning,
adapting and understanding. The simplest way to describe this technology is that it can
“act like a person.” Artificial intelligence can take numerous forms and is based on tools
or ideas, such as biology, logic and mathematics. When data is injected into computers by
researchers, doctors and scientists, the newly developed algorithms can review, understand
and even suggest remedies to difficult medical problems [54,55]. Here are some of the most
recent technological applications of AI in healthcare [55–59]:

• Diagnostics in medicine

Artificial Intelligence is used in medical diagnostics to diagnose patients with specific
disorders. AI can predict the disease with accuracy by analyzing the symptoms in much
earlier stages of the disease. Early detection of the diseases plays a critical role in the
treatment and recovery of the patient. AI can help in diagnosis by decision making and
automating the workflow within the hospital and home patients as well.

• Drug discovery

Drug discovery is the process of finding a new medicine. Artificial Intelligence is
being used by dozens of health and pharmaceutical businesses to assist with drug develop-
ment and to improve the lengthy timelines and processes associated with developing and
bringing pharmaceuticals to market [60].

• Clinical trials

AI technologies are helpful in making sense out of complex data and solving difficult
problems. They tend to provide accurate answers for difficult problems by utilizing
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machine learning approaches. Clinical trials are experiments, tests done on humans to
study and evaluate the effects of drugs or clinical processes don on human. Incorporating
AI approaches with wearable technology allows for efficient, real-time and tailored patient
monitoring that can be done automatically and constantly throughout the trial. This can
help ensure that protocol requirements are followed and that the endpoint assessment is
accurate.

• Pain management

Patients can use AI-enabled tools to navigate the maze of chronic pain, map out their
symptoms, discover and correct trends, find alternative treatments and obtain assistance
for enhancing the patients’ quality of life. Pain management is still a recent phenomenon of
focus in healthcare. One approach for managing pain could be to simulate realities that
can distract patients from their current source of pain and even aid with the opioid by
combining virtual reality with artificial intelligence.

• Improving the treatment outcomes

Artificial-intelligence-driven techniques can improve patient care in a variety of ways
by embedding it with smart home architecture. Amazon Alexa is a great example of such
applications. It can help in various ways, such as providing diabetes patients with the
tools they need to effectively manage their solutions. The assistance of elder people with
medication administration interaction at the hospital can be improved. Alexa can assist
with blood pressure management. Alexa can be used to purchase and manage insurance
claims. Live first aid tutorials can be accessed. Obtaining real-time information about the
hospital before arrival and receiving health advice to help live a healthier lifestyle. Alexa
is providing diagnostic suggestions. It can provide hands-free assistance to emergency
medical technicians.

The applications of AI discussed in this section can perform better if these scenarios
are combined with the fog computing framework, which is further supported by the cloud.
AI plays a significant role in healthcare not only for real-time applications but also for
research in healthcare. Artificial environments provided by AI can help in exploring the
new techniques for handling devices and inventing new gadgets for handling patients
easily. The next section discusses the methods of the literature used in this paper for
studying load-balancing mechanisms in fog computing.

4. Research Methodology

In this section, a detailed review is presented for classifying the load-balancing ap-
proaches used in fog-based systems. To discover important synonyms and keywords for
the techniques, the following string terms were used: (“Load” OR “Load Balancing” AND
“Fog Computing” “OR “Load balancing in fog computing”).

A total of 963 documents were found in the search to determine the research papers
related to loading balancing in fog computing. The documents were filtered based on
the following exclusion and inclusion criteria: (1) non-English articles were excluded. (2)
Conference papers were also taken into account. (3) Book and book chapters were excluded.
(4) Only peer-reviewed articles were included. (5) Documents having a length of fewer
than six pages were not taken into account.

Various renowned publishers, such as IEEE, Elsevier, Springer, ACM, Wiley and
Hindawi, have published a good number of papers. Figure 2 depicts the count of research
documents publisher wise according to year. Since 2016, IEEE has published the highest
number of papers. Elsevier and Springer have an almost similar number of papers and are
at second and third position respectively.

Load-balancing techniques are divided into the following categories, namely esti-
mated, precise, primary and hybrid. Figure 3 presents a percentage-wise distribution of
load-balancing techniques in fog computing. Estimating techniques have a maximum share
in the techniques utilized for balancing the load in a fog environment. Precise techniques
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are nearly equal to estimated techniques in terms of percentage. The hybrid techniques
have the least share in the percentage-wise distribution of techniques.
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Evaluation parameters for measuring the performance of load-balancing algorithms
implemented in a fog environment are depicted percentage-wise in Figure 4. The maximum
share of articles has focused on the response time of fog nodes. After that, 18% focused
on cost minimization. The energy parameter also has a significant share among all i.e.,
15%. Processing time was focused on in 13% of the research documents considered in the
literature review.

The resource utilization and scalability were 13% and 9%, respectively. Security,
throughput and reliability were given less preference by researchers as a few documents are
associated with improving these parameters in comparison to other parameters considered
in this study. From time to time, various tools have been introduced to simulate and
implement the techniques for load-balancing mechanisms. As fog computing has been
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derived from cloud computing, some of the tools utilized for implementing cloud-based
techniques have been utilized in fog computing also.
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Figure 5 shows a percentage-wise tool used by researchers for implementing and
simulating the load balancing fog environment for improving the evaluation parameters.
The highest percentage of researchers did not mention the tools for implementation. Cloud
Analyst and MATLAB had similar utilization percentages, i.e., 19% and 16%. Cloud Sim,
java, ifogsim, Ns-2/NS-3 and work Robots had 9%, 7%, 6%, 5% and 4% shares in a tool pie
chart. Schter, custom simulator, Jmeter and Mininet had 3%, 3%, 2%and 2% shares in the
tool chart.
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5. Proposed Framework

In the proposed framework presented in Figure 6, there are additions to the basic fog
architecture. AI-enabled smart devices are the edge devices that can sense the various
parameters of the human body, such as the heart rate, oxygen level, blood pressure, calories
burned and the activity performed. These end devices have monitoring systems and
wearable devices, which are heterogeneous and can have different specifications.
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Intelligent end-user devices coordinate and monitor the user’s or patient’s health
remotely. End-user health care devices have limited computing capabilities. They can
rely on the fog layer for advanced computation capability. Most of the responses can be
automatically generated for the patient but some situations still require intervention from
the hospital in the case of emergency or the situation for which no automated response
works well.

To minimize the latency, response time and bandwidth requirements, the fog layer
can effectively handle such situations and respond to patients in minimal time. However,
if all the requests from various applications are handled by the cloud directly, it could be
possible that latency-sensitive applications may suffer as the cloud is having enormous
computation and large storage. It deals with multiple applications and their data at a
time. If the fog layer is introduced in-between the cloud and end-user, latency-sensitive
applications will be served better. As request processing is done at the fog layer, it can work
with a limited amount of resources, such as the bandwidth, cost and time. The processing
is done closer to the end clients.

Some of the assumptions used in this framework are:

1. All the end-user devices are AI-enabled smart devices that are capable of sensing the
parameters related to the human body.
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2. The fog master server is assumed to be self-adaptive.

The fog layer consists of fog nodes with various virtual machines. To provide better
services to patients, an efficient load-balancing mechanism is required at the fog layer.
These VMs are grouped according to their storage, functionality, computation capability
and specifications. This group of VMs along with the virtual machine manager is known as
a cluster. This grouping is expected to help in the speedy allocation of tasks and reduce
latency time. Each Virtual Machine Manager (VM Manager) is further connected with the
Fog Master Server (FMS) of that area.

FMS is near to the end-user and hospital. The fog master server is responsible for
allocating the tasks cluster-wise and balancing the load among clusters considering the
availability of resources. Within a cluster, the fog master server (as presented in Figure 7)
consists of three modules: Data Routing, Task Allocation and Cluster Formation. The task
allocation module further consists of three modules, namely Discovery, Benchmarking and
Load Balancing. Each VM manager is further connected with the FMS of that area. The
elaboration of the modules of the FMS is presented as follows.
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Data Routing Module: This module is responsible for routing the data between fog
nodes, end devices and hospitals.

Task Allocation Module: Task Allocation is done in three parts, including the dis-
covery of the best suitable VM according to the request generated by end devices and a
benchmarking process that involves computing the success count after completion of a
job/task assigned to it. The load-balancing procedure ensures that neither of the VM is
underloaded or overloaded. Algorithmic steps are required for the functioning of the task
allocation module. A cluster-based algorithm for a load-balancing algorithm is presented
in Algorithm 1.

Discovery: Discovery module is responsible for finding the suitable cluster and VM
for allocating the task.

Benchmarking: This module collects the feedback after allocation of the task, such as
the delay, response time and QoS parameters related to task allocation. This information is
further utilized at the time of the next task allocation.

Load Balancing: Generally, the load balancing module ensures that none of the virtual
machines present within the network are overloaded and that the load is almost equally
distributed.

Here, the uniqueness in the load balancing module is because of the concept of two-
level load balancing used. In this proposed scenario, load balancing will be done at two
levels. Once it will be done by the virtual machine manager within the clusters, another
load balancing will be done at the fog master server for equal load distribution among
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clusters. Thus, neither virtual machines should be overloaded nor clusters should be
overloaded.

Cluster Formation Module: This module is responsible for the grouping of VMs,
which have similar specifications, storage and computation capabilities.

The virtual machine manager communicates with the fog master server for auditing
and reporting the information about the cluster. The virtual machine manager at each
cluster is responsible for task allocation and balancing the load within the cluster. By using
the efficient clustering mechanism, load balancing can be achieved in the proposed scenario.
The hospital can monitor and communicate with the patient in case of additional help and
monitoring for diagnosis and prevention of disease. Hospitals can provide appropriate
guidelines to patients either through an automated system or manually depending upon the
circumstances and parameters collected by end devices and the fog layer. These guidelines
can be given by video conferencing or calling.

Algorithm 1: Cluster-Based Algorithm for Load Balancing in Fog Computing.
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10. End of For loop of step 7. 
11. For each cluster indexed 𝒋 =  𝟏, … , 𝒁, do 

12. 

Find out the Global Best VM, 𝐺𝑉𝑀 for Ri having better efficiency (MIPS), 
least loaded among the local best machines and having higher value of 
success count for selected VM in each cluster, from the array:  𝐿𝑜𝑐𝑎𝑙 − 𝐵𝑒𝑠𝑡 [𝑗]. 

13. End of For loop of step 11. 
14. Assign the task 𝑅𝑖 to the Global Best VM, GVM. 
15. Repeat step 5 until all requests/tasks have been completed. 
16. End of For loop of step 6.

Figure 8 shows the workflow of the proposed framework. This module is responsible
for the grouping of VMs, which have similar specifications, storage and computation
capabilities. The step-by-step working is presented below:
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Step 1. Fog computing layers consist of multiple virtual machines. These VMs are
grouped based on similar parameters to form a cluster. Each cluster in the fog layer has a
virtual machine manager.

Step 2. The fog layer has a Fog Master Server (FMS), which is further connected with
the Virtual Machine manager of each cluster.

Step 3. Whenever any health care device or end-user device needs to utilize services
of fog layer, it sends a request to the nearest Fog Master Server present in the geographical
region.

Step 4. The Fog Master Server will perform allocation of resources within the region,
this allocation is done with the help of modules present at the FMS. Modules present in FMS
are explained previously. One unique idea in this work is the two-layer load balancing.

Step 5. Consider the case when the demand of Virtual Machine increases while
execution of the task in real-time, then the Fog Master Server will have communication
with next nearest Fog Master present in different geographical region and completes the
execution of the real-time task.

Step 6. Another possibility while executing Step 5 is that if the data needed to perform
a task are not available within the area covered by that FMS, then, in this case, the FMS will
send the data request to the cloud layer with the help of cloud–fog network services.

Step 7. Finally, the updated data and task execution details are sent to the cloud layer,
so that, in the case of non-availability of data and details at the fog layer, the cloud layer
can be utilized.

The importance of the fog layer in this scenario is that patients can be provided with
appropriate guidelines with minimum delay and also that they can rely on the fog layer for
complex computations to be done at the fog layer. The fog nodes have greater computation
capability then intelligent and smart end devices but are lower than the cloud layer.

If the fog layer is incapable of handling the requests from patients or users, they can
be sent to the cloud layer. The cloud has enormous storage and computation capability.
Although the delay will be more when the requests are handled at the cloud layer, they can
be handled well as the computation capability does not have any bounds at the cloud layer.
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Advantages of Proposed Framework

The proposed framework is expected to perform efficiently in terms of latency. Latency
is expected to be less than in the cloud-only scenario when the end devices will be directly
connected to the cloud. The cloud will handle the requests in a centralized scenario,
whereas fog computing provides a decentralized scenario for handling the requests from
users. The cloud has a large number of requests whereas in the fog scenario, requests are
distributed among fog nodes.

Other advantages of the proposed framework include that, in critical conditions, when
the nurse or doctor is not available in-person with the patient, an automated reply or steps
for guiding the patient according to the problems faced can be dictated to the patient or the
family member present nearby.

6. Conclusions and Future Directions

The proposed framework is capable of enhancing the service quality of intelligent
healthcare scenarios in terms of establishing communication between the devices as load
balancing among fog nodes can effectively reduce the latency time for providing services
to patients. The clustering of fog nodes can help in reducing the offloading overhead of
a task. It is subtle as, in the case that one virtual machine fails, another virtual machine
within the cluster can be assigned that task as virtual machines within a cluster have similar
capabilities. The novelty of the present work is the implementation of two-level load
balancing for improved access to the service machines. This work, when combined with
various artificial intelligence-based technological applications, can enhance the various
parameters associated with health care services.

In future, this work will be simulated, implemented, and evaluated. Additionally,
consultation sessions can be included in this framework. The patient can request telecon-
sultation or video consultation with a specialist health expert. As the records and clinical
parameters are available either at the fog layer or cloud layer, the specialist can access the
previously sensed and processed data and plan a consultation session accordingly. This
framework can be utilized for providing immediate attention to critical patients that are in
a state of emergency.

This framework is anticipated to help in determining the severity of the condition and
can provide timely responses to patients as the fog layer is capable of handling the requests
with a minimum delay. One aspect of the proposed work that still requires improvement
is the security and trustworthiness of the healthcare data. The overhead incurred in the
framework is that no additional layer has been added to filter the data that is envisaged
towards routing the critical data.
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