
Research Article
Analytical, Dynamic, and Interactive Platform for Generation and
Managing Predictive Models Focused on Energy Sector

Inés Romero 1 and Alberto Ochoa-Zezzati 2
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Correspondence should be addressed to Inés Romero; ines.romero@doctorado.unini.edu.mx

Received 7 February 2022; Revised 7 May 2022; Accepted 11 May 2022; Published 6 June 2022

Academic Editor: Antonio Bracale

Copyright © 2022 Inés Romero and Alberto Ochoa-Zezzati.  is is an open access article distributed under the Creative
Commons Attribution License, which permits unrestricted use, distribution, and reproduction in any medium, provided the
original work is properly cited.

Ensuring the supply of electricity in a reliable and safe way is not an easy task, especially when considering renewable and clean
energy generated with wind turbines given the intermittency or variability of the wind; also considering di�erent time horizons
increases complexity. Mexico has great potential for wind energy in the Eastern region and, to meet this challenge, a platform
capable of generating forecast models automatically through mathematical techniques and arti�cial intelligence and managing
them is proposed aimed at providing support based on knowledge and presenting the information graphically through a �exible
dashboard, which is customizable and accessible when and where required. In this investigation, components related to the
generation of electrical energy in this area are identi�ed and a centralized system is proposed, with information segmentation,
management of 3 user pro�les, 6 KPIs, 5 con�gurable parameters, 7 di�erent forecast models using statistical techniques, support
vector machines, and automatic and deep learning, with 2 ways of visualization, to carry out analyses at 3 di�erent time horizons.
It is built in a modular way with free and open-source software.  e results in the energy sector show that it allows focusing on
priority activities avoiding rework, ensures reliability and completeness, is scalable, avoids duplication, allows resources to be
shared, responds quickly to hypotheses, and has a global and summarized view of relevant data according to the interested party
for di�erent periods of time in an agile way, reducing times and o�ering support to the decision maker.

1. Introduction

 e variability of renewable energies in�uences the opera-
tion of the electrical system in terms of system reliability and
the quality of the energy delivered to users.  e operation of
the electrical system is critical, so stability depends on good
coordination and supervision between generation and
dispatch.

One of the measures currently in operation integrates
conventional and nonconventional renewable energies to
create an electrical network in order to mitigate and carry
out an adequate energy balance quickly, accurately, and
reliably. One of themain challenges is short-term forecasting
that helps make allocation and dispatch decisions in the day-
ahead market.  e medium- and long-term estimates allow

estimating the demand in the range of months and years for
the planning and operation of the energy system.

 ere is a large amount of research to solve problems
related to the optimal dispatch of electrical energy [1–3],
where di�erent methods have been used, including linear
programming, nonlinear programming, and quadratic
programming [4–7].  ese methods require too much
computational resource and execution time, which is why
their application is complex. However, they can be overcome
using metaheuristic algorithms or evolutionary algorithms
[8–11].

 e objective of this article is to establish a platform
capable of applying di�erent techniques implemented
through a customizable, dynamic, and interactive interface
in order to coordinate and maintain di�erent types of power
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generation plants in operation under conditions of effi-
ciency, quality, safety, reliability, and sustainability for
various regions of the country considering different time
horizons [12].

+e actions carried out by the staff frequently provide a
priori preparation by accumulating experiences and
sharpening common sense. But novice specialists may not
have enough skill to take the best action, or experienced
specialists may not be available when needed, drop out, or
forget how to deal with some scenarios. So, in these cases, a
platform that helps reduce response and support times to
make the best decision is appropriate.

A platform built with free, open-source software [13, 14],
which is modular and scalable, is proposed. One of the
components that integrates it contains the extraction,
cleaning, transformation, and loading of information in a
centralized database (ETL), available to build different
models, which avoids investing time and effort in these
actions again and is usable for all areas that require the
information, reducing rework times and focusing on priority
activities, as well as avoiding duplication and ensuring the
reliability and completeness of the data [15–18].

+e platform provides three different user profiles: op-
erator, boss, and administrator. +e boss must configure the
five parameters available in the dashboard, although there is
a preestablished option to run the forecast models to gen-
erate the results. +e administrator must register the users,
configure their profiles, and have the same permissions as
the head of operations. +e operator only has the display,
without the option of modifying the parameters or
execution.

+e dashboard has six performance indicators (KPIs)
related to energy generation and the results of the forecasts
can be displayed in a linear or interval graphical
representation.

Tests were performed on this platform using a cen-
tralized database of the energy generated from January 29,
2016, to April 30, 2021, from the Eastern region of Mexico,
since 25% is generated in this area and there is also a great
potential for wind energy. From this information, knowl-
edge is extracted for the construction of 7 forecast models
implemented with the following techniques: autoregressive
(AR), moving average (MA), autoregressive moving average
(ARMA), autoregressive integrated moving average
(ARIMA), support vector machine (SVM), machine learn-
ing with Bayesian networks (BN), and deep learning using
neural networks (NN) applying data mining techniques
[19–22].

Electricity is generated in Mexico through various
sources. 68.5% of energy is generated through fossil fuels and
3.74% using nuclear power [23–26] which helps to avoid
problems of reliability, security, and stability in the electrical
network, unlike the 27.82% that is generated from renewable
and clean energies such as hydroelectric, geothermal, wind,
biomass, and photovoltaic energies.

+e dashboard uses this knowledge in a dynamic and
interactive way that supports various users, where the results
show the reduction of interoperability times at different time
horizons, compared to learning models in a standard

separate way, availability of a centralized base to organize,
facilitating the distribution and creation of new knowledge,
which allows you to quickly answer hypotheses and consult
results and metrics in a visual and personalized way to get
the most out of the information.

+is document is organized as follows: Section 2 presents
the theoretical basis, proposed architecture, the imple-
mented models, and the applied methodology. In Section 3,
it addresses the results obtained for the problem that occurs
in the Eastern region of Mexico applied to different periods
of time using different models implemented. +e experi-
ments and results obtained for each time horizon generated
by the platform are described. Section 4 shows the advan-
tages, results, limitations, and conclusions for the energy
forecast estimated by the platform.

2. Methods

+e proposed platform is implemented by modules inde-
pendently to achieve scalability, portability, and reusability.

For scalability, when implementing components, new
behaviors can be modified, discarded, or added to existing
ones without affecting others. Portability is allowing it to run
seamlessly on multiple platforms, which means that it is not
dependent on a single operating system in particular and
maintainable using the principle called “Don’t Repeat
Yourself” (DRY) which applies to design patterns that en-
courage the creation of maintainable and reusable code in
order not to repeat the code so that there is no duplication
[27–29].

It also allows you to focus at the appropriate levels with
the details that are required in specific areas, as in data
processing and forecast models, in views or communication
between them.

Figure 1 shows the proposed general architecture that
offers a set of decoupled components.

+e first bottom-up component of the image considers
the exploration of data related to energy generation
extracted from 2016 to 2021 from the Eastern region of the
country from the public and reliable source of information
from Mexico by CENACE, 2021 [30]. +is set of data to be
used is defined as

C � x1, x2, x3, . . . , xn􏼈 􏼉, (1)

where C is data set and xn is value for data n.
Subsequently, the data is extracted, cleaned, transformed,

and loaded into a centralized repository, so that it is available
for use by the following processes. +e Di functions rep-
resent the sets of 1,790 daily records categorized and stored
by the type to which they correspond: generation, day,
month, year, and season.

+e application server implements different forecast
models δj built by applying the AR, MA, ARMA, ARIMA,
SVM, BN, and NN algorithms.

+e controller responds to events generated by the in-
terface, usually triggered by the user, or invoked by requests
managed by the model caused by some data update or
execution from the dashboard, in such a way that it works as
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a query manager or intermediary between the views and the
application server.

An application based on the model view controller
(MVC) waits for requests from the browser of the website.
When it receives a request from the interface, the model
generates the representation of the information managing
the access permissions to the controller, given the con�g-
uration of the user, whether operator, operation manager, or
administrator, and the model sends the information to the
views and templates to present it as output.

An administrator user pro�le or boss can establish the
con�guration of the parameters date, season, models, type of
graph, and time horizon to use (Pk) which invoke the nec-
essarydata for the selectedalgorithmsandexecute themodels.

 e clients and requests module allows interaction with
users from any access point where the application is available
according to the permissions assigned to each user pro�le.

 is strategy allows the adaptation of a particular model
or newmodels to be implemented on the platform in an agile
and e¢ciently integrated manner, if required by the ac-
quisition of new knowledge [31–34].

2.1. Model Building.  e functions ϕj contain the imple-
mented algorithms available to estimate the generation and
where it relates the necessary data sets Di to execute the
operation.

 e general data analysis of Di is shown in Table 1.
 e annual data can be visualized, since it is a daily time

series; in Figure 2, each year is plotted as a separate line in the
same plot.  is allows the patterns to be compared side by
side.

 e time series has a pattern with lows at the beginning
and end of the year a�ected by the temperatures recorded in
this geographical area of the country, which reduces power
generation.

For this, a sample of the population of the data repre-
sentative of the universe of 80% is considered, saving 20% for
model validation.

Di � x1, x2, x3, . . . , xi{ }, (2)

whereDi is the data set to use formodel building and xi is the
value for data i.

Historical Data

Extraction, transformation and loading

Application server and forecasting models

Query manager

Views and templates

Clients and requests

Figure 1: Proposed platform architecture.

Table 1: Analysis of energy generation in Mexico from the Eastern
region.

Day Month Year Generation
Count 1919.0 1919.0 1919.0 1919.0
Mean 15.739969 6.350182 2018.216780 7471.461079
Std 8.807205 3.456770 1.537813 912.990937
Min 1.0 1.0 2016.0 4506.442532
25% 8.0 3.0 2017.0 6857.759842
50% 16.0 6.0 2018.0 7409.817362
75% 23.0 9.0 2020.0 8077.294021
Max 31.0 12.0 2021.0 10210.865800
Source: Estimate of Real Demand in Mexico by CENACE (2021).
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Figure 2: Graph of energy generation data by year.
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Default execution parameters are established using all
available data with a short-term time horizon in a multi-
linear graph by considering all available algorithms simu-
lating a Supplementary Allocation of Power Plant Units for
Reliability (Asignación Suplementaria de Unidades de
Central Eléctrica para Confiabilidad AUGC) forecast for the
following seven days of operation, considering the time
series {Xn}; the values observed are

x1, x2, . . . xt−1, xt, xt+1, . . . , xn, (3)

where x1 represents the first value of the series, x2 represents
the second value of the series, xt−1 represents the value for a
period t− 1 of the series, xt represents the value for a period t
of the series, and xt+1 represents the value for a following
period t+ 1 of the series.

If x1⟶ x2 is represented like x1 influences x2, the simple
autocorrelation function aims to study the influence of the
various observations:

x1⟶x2⟶ . . .xt −1⟶xt⟶xt+1⟶ . . .xn−1⟶xn.

(4)

With these data μj, models are trained and built, ap-
plying the following techniques.

2.1.1. Autoregressive (AR). +e autoregression method
models the behavior pattern of past observations as a linear
function to make time series forecasts of future trends
[35, 36].

+e notation for the model involves specifying the order
of model p as a parameter of the AR function written as

xt � c +∅1xt−1 +∅2xt−2 + · · · +∅pxt−p + εt,

xt � c + 􏽘

p

i�1
∅ixt−i + εt,

(5)

where xt is the estimated value of the time series in period t, c
is a constant; ∅i, . . . ,∅p are the model parameters; xt−i are
the values in period t− i of the series; εt is a white noise error
term.

In this regression model, the response variable at the
previous time period becomes the new predictor, and the
errors are assumed on errors in any simple linear regression
model.

+at is, for an estimate of time t, it is based on the data up
to t− 1 and so on.

2.1.2. Moving Average (MA). Unlike the AR model, which
uses past data to predict trends, the moving average method
models the sequence as a linear function of past residual
errors in a regression model to construct an averaged trend
across the data [37, 38].

It can be defined as the weighted sum of current random
errors and past errors, as shown in the following equation:

xt � c + θεt−1 + θεt−2 + · · · + θεt−q + εt,

xt � c + εt + 􏽘

q

i�1
θiεt−i,

(6)

where xt is the estimated value of the time series in period t; c
refers to noise; εt is error term; θi is data point coefficient; εt−i

represents prior period errors.

2.1.3. Autoregressive Moving Average (ARMA). +e ARMA
method combines autoregression (AR) and moving average
(MA) models [39, 40].

+erefore, the ARMA(p, q) notation defines order p of the
autoregressive part and order q of the moving average part:

xt � c + 􏽘

p

i�1
∅ixt−i + 􏽘

q

i�1
θiεt−i + εt, (7)

where xt is the estimated value of the time series in period t; c
is a constant; p is the order of the autoregressive model;
∅i, . . . ,∅p are the parameters of the model; xt−i are the
values in period t− i of the series; q is the order of themoving
average; θi is the coefficient of the data point; εt−i is the error
of the previous period; εt is the current error.

+e autoregressive model extracts the pattern from the
trend and the moving average captures the white noise.

2.1.4. Autoregressive Integrated Moving Average (ARIMA).
+is model combines autoregression differencing and a
moving average model for data series. It has three compo-
nents: autoregressive (AR), which refers to amodel that shows
a variable that changes its own lagged or previous values;
integrated (I), which represents the differentiation of raw
observations to allow the time series to become stationary;
that is, the data values are replaced by the difference between
the data values and the previous values; and the moving
average of the data set (MA), which incorporates the de-
pendence between an observation and a residual error of a
moving averagemodel applied to lagged observations [41, 42].

+e general model of ARIMA is (p, d, q), where the
parameters p, d, and q are nonnegative integers, and it can be
represented as

xt � c + 􏽘

p

i�1
∅iΔ

d
xt−i − 􏽘

q

i�1
θiεt−i + εt, (8)

wherext is the estimated valueof the time series inperiod t; c is
a constant; p is the order of the autoregressive model; ∅p is
order of the autoregressive part of the stationary series;xt−i are
the values in period t− i of the series; q is the order of the
movingaverage;θq isorder representingthemovingaverageof
the stationary series; εt is error term; d represents the number
of differences needed to make the original series stationary.

2.1.5. Support Vector Machines (SVM). As an example of
supervised machine learning models, the support vector ma-
chine focused on regression is called SVR for its acronym in
English for Support Vector Machine for Regression [43, 44].
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It consists of mapping a data set {(x1, y1), . . ., (xm, ym)},
such that x ∈X, with a linear function given by

f(x) � wx + b, (9)

where w is the magnitude of the vector of hyperplane; x
represents pairs of values in the plane; b is a scalar threshold;
and |b|/|w| represents the perpendicular distance from the
separating hyperplane to the origin.

In the case of regression, a tolerance margin ξ is
established near the vector in order to minimize the error,
taking into account the fact that part of this error is tolerated,
so it is used by restrictions on Lagrange multipliers that are
denoted by α, described as

yi − f xi, α( 􏼁
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌 �
ξsiyi − f xi, α( 􏼁≤ ξ

yi − f xi, α( 􏼁
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌other case

⎧⎨

⎩

⎫⎬

⎭. (10)

+e objective is to find a function f(xi, α), which
maximizes the deviation of ξ with respect to the objectives yi
for the entire data set, at the same time being as flat as
possible; it refers to looking for the smallest possible pa-
rameter for w. One way to ensure this is through the
minimization of the norm ‖w‖2 � w■w; this problem can be
rewritten as a convex optimization problem:

Minimize:
1
2
||w||

2
+ C 􏽘

N

i�1
ξi + ξ∗i( 􏼁 �

1
2
||w||

2
+ C 􏽘

N

i�1
ψi,

Subject to restrictions :
yi − wxi + b≤ ε + ψi,

yi − wxi + b≥ − ε − ψi,

⎧⎪⎨

⎪⎩

(11)

where w: w ∈Rn is a normal vector that defines the
boundary; C is a constant and it must be greater than 0; ξ and
ξ∗ are the variables that control the error made by the re-
gression function when approximating the bands; b is dis-
tance to origin.

2.1.6. Machine Learning with Bayesian Networks (BN). It is a
methodbasedon the theoryof probability [45–47], a branchof
mathematics that studies random and stochastic phenomena
in a rigorous way, expressing it through a set of axioms.

+ese axioms formalize the probability in terms of a
value in a model determined by the conclusions of the
observations between 0 and 1, called a probability measure
that can occur in an event, in order to quantify and know if
an event is more likely than not.

Complex models, where not all the parameters involved,
are known or what their relationships between them are are
modeled using probability distributions.

To describe experiments with random outcomes
mathematically, the notion of space of elementary events or
outputs corresponding to the experiment under consider-
ation is needed. LetΩ denote any set such that each outcome
of the experiment of interest can be uniquely specified by the
elements of Ω.

Consider finite or infinite spaces of elementary eventsΩ.
+ese are the so-called discrete spaces. +e elements of a

space Ω are denoted by the letter w and we will call them
elementary events.+e probability of an event A is defined as
follows:

P(A) � 􏽘
w∈A

P(w). (12)

In 1763, Bayes’ theorem, proposed by the English
mathematician +omas Bayes, was published, which ex-
presses the conditional probability of a random event, based
on prior knowledge of the conditions that could be related to
said event and where one learns about the world through the
approach.

One gets closer to the truth as more evidence is collected.
+is argument can be expressed mathematically through
Bayes’ theorem.

Let A be any event and let {B1, B2, . . ., Bn} be a set of
mutually exclusive and exhaustive events, such that the
probability of each of them is different from zero, with
positive probabilities such that the sequence of events B1, B2,
. . ., Bn can be infinite. +en the following probability for-
mula for A is given:

P Bi | A( 􏼁 �
P A | Bi( 􏼁P Bi( 􏼁

P(A)
,

P A | Bi( 􏼁 �
P Bi | A( 􏼁P(A)

P Bi( 􏼁
,

(13)

where P(Bi) are the observed probabilities in event Bi,
P(A | Bi) is the conditional probability of event A in hy-
pothesis Bi, and P(Bi | A) is the probability of any of events
Bi given by A.

2.1.7. Deep Learning Using Neural Networks (NN).
Neural networks try to mimic the way a human brain ap-
proaches problems and uses interconnections between
interconnected units to learn and infer relationships based
on observed data.

A neural network is made up of a network of neurons
that are organized into at least two layers: an input layer with
the predictor variables and an output layer made up of the
forecasts. +ere may also be one or more intermediate layers
that contain hidden neurons, which is why it is called the
hidden layer. In each of them, there are a set of units called
artificial neurons, which are connected to each other to
transmit signals through links [48–50].

More complex systems have more connected layers, and
when there is more than one hidden layer, it gives greater
depth to the model; hence the adjective deep learning, where
different heterogeneous layers are used, different types of
signals in time and interpolate greater complexity than a set
of Boolean variables. As can be seen in Figure 3, neural
networks are often used when data is unlabeled or
unstructured.

Deep learning represents an approach that is more
similar to the functioning of the human nervous system.
Since the brain has a highly complex microarchitecture, in
which nuclei and different areas whose networks of neurons
are specialized to perform specific tasks have been
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discovered, this allows for networks of process units within
the global system that specialize in discovering certain
hidden features in the data.

Each model μj provides a forecast Fj, which estimates
power generation. ese values are validated and adjusted by
the test data.

2.2. Evaluation of Optimal Models.  e models were
reviewed again and again until obtaining an algorithm (Oj)
with the best results in the statistical tests, with the lowest
RMSE, MAE, MSE, and MAPE, su¢ciently valid, without
over�tting the function, considering its restrictions and
characteristics, detected for each of them, which is shown in
Table 2.

Once these techniques have been optimized, δj are
obtained, which refer to the possible solutions adjusted and
implemented in the platform. Although adjustments to the
models can be made in a simple or new way, more precise
algorithms can be integrated to those presented previously in
order to achieve the established objectives.

By considering several forecast models integrated in the
platform, it allows obtaining di�erent estimated values for
the same scenario, which allows evaluating di�erent possible
solutions for the same problem.

 e advantages and disadvantages of each of the
methods can be analyzed in relation to the results obtained,
together with the techniques used. Each approach has
strengths and weaknesses, but the positive is the comple-
mentary use to increase the possibilities so that they are used
e�ectively and provide the enormous wealth of information

that all methodologies can provide and thus make better
decisions based on evidence.

3. Results

 e platform and mechanism for generating forecast
models for electricity generation in the eastern sector of
the country have been implemented. First, di�erent al-
gorithms are evaluated within the platform, and then the
results are presented in the user interface for each of
them, so that users can make decisions based on the
information presented.

 emain menu houses the interactive dashboard, shown
in Figure 4, which is an information management tool that
visually shows the six key performance indicators (KPI),
metrics, and fundamental data of the business, which allows
analyzing and monitoring its status.

 e information is arranged in the following way for the
administrator user or head of operation:

(i) In the orange box on the left, it contains a menu to
con�gure the �ve parameters (date, season, forecast
methods, type of graph, and horizon).

(ii) A data panel appears on the right side of the in-
terface, in the area marked yellow.

For all users, the di�erent types of descriptive analysis of
generation and demand data are available on the upper
central screen in the green area.

It uses historical data from 2016 to 2021 of generation
and demand, which are presented in box diagrams

Input layer Output layerHidden layer

Figure 3: Structure of a multilayer neural network.

Table 2: Analysis of algorithms for forecast models.

Algorithm RMSE MAE MSE MAPE Time (seconds)
AR 523.73 398.21 274300.49 5.55 0.03
MA 611.08 470.37 373424.97 6.5 0.03
ARMA 573.27 448.07 328640.59 6.29 85.58
ARIMA 559.73 436.08 313302.53 6.08 120.19
SVM 863.24 695.08 745192.52 9.97 0.19
BN 865.19 691.37 748566.32 9.86 4.8
NN 879.77 723.71 773998.31 10.31 87.98
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grouped by seasons of the year, as well as obtaining
quantitative metrics. +e indicators shown, in this case,
are the minimum, maximum, mean, and mode values
which are obtained from the generation data.

+e following charts focus on predictive analytics, where
statistical techniques, vector support machines, machine
learning, and deep learning are used, as well as models
trained with historical data.+is analysis looks at past events
to estimate future events, which gives an answer to what is
likely to happen under certain conditions.

+e donut graphs in the purple box represents the results
for each of the times t+ i, corresponding to the period of the
horizon and around it you can see the values estimated by
each of the selected algorithms and in the central part the
calculation of the mean considering all forecasts.

In the lower part, framed in the brown area, the graph of
forecasts of the selected type is shown and also the calculated
mean of the estimates generated from the selected tech-
niques is graphed; this is to have another point of com-
parison using a dotted line.

+e selection of a method depends on the context of the
forecast and the degree of accuracy desired.

Once the parameters are set within the allowed ranges,
the platform can be run and the corresponding algorithms
are called to generate the forecasts.

+e time it takes to execute each of the algorithms
considering all days, seasons, and selecting a type of linear
graph for a short-term time horizon simulating a forecast of
Supplementary Allocation of Power Plant Units for Reli-
ability (AUGC) for the following seven days of operation of
the Wholesale Electricity Market is represented in Table 3.

+e time it takes to execute all the algorithms on the
platform is 6.89 seconds, because it is cumulative, since
parallelism is not being applied.

+e platform offers various parameters that produce
different combinations and thus different results, according
to the values selected in each of the variables. Table 4 shows
the possible choices for each of the implemented models.

Figure 4: Interactive dashboard of the proposed platform.

Table 3: Execution time of each of the implemented algorithms.

ID Algorithms Time (seconds)
1 AR 0.04
2 MA 0.02
3 ARMA 1.24
4 ARIMA 1.89
5 SVM 0.13
6 BN 0.09
7 NN 3.48
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 e seven algorithms implemented in the platform can
be executed for the short-term period of time.  e use of the
SVM, BN, and NN algorithms is restricted for this horizon,
since in the medium-term and long-term days and months
are used to estimate generation.

To generate forecasts for a short time period of months,
the data is grouped according to the year to which each of the
days belongs.  erefore, the models built by SVM, BN, and
NN can only be executed using the time period days.

It can be plotted as an interval or with lines, and in both
cases the mean is shown with a dotted line calculated from
the values estimated by the algorithms.

Next, Figure 5 shows the results and graphs obtained
through the dashboard of the tool, using all the data, all the
seasons, selecting the interval option, by days, with the seven
algorithms: AR, MA, ARMA, ARIMA, SVM, BN, and NN.

 e interval graph shows the indicators of the minimum
and maximum generation of the generated forecasts, as well
as the estimated mean for each time point t+ i.

In themedium horizon, the data is grouped by years and
the available selection of steps or time period is from 1 to 3 to
estimate. You can choose linear or interval graph; therefore,
there are 2 di�erent types of visual representation, and the
date can be changed.
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Figure 5: Interval plot for a short-term time horizon.
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Figure 6: Multilinear graph for a medium-term time horizon.

Table 4: Selectable parameters for each model.

Parameters AR MA ARMA ARIMA SVM BN NN
Date x x x x x x x
Season x x x x x x x
Linear type x x x x x x x
Interval type x x x x x x x
Short horizon x x x x x x x
Medium horizon x x x x — — —
Long horizon x x x x — — —
Days period x x x x — — —
Months period x x x x — — —
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Figure 6 shows the linear graph for amedium time horizon
with 3 periods for the AR, MA, ARMA, and ARIMA algo-
rithms. Although the AR values are very close to those esti-
mated by the ARMA model, they can only be distinguished
whenthemouse ispositionedover thegraphata timepoint t+ i.

 e �gure above shows the options available on the
dashboard in the upper right corner of the graph: print and
save as an image in jpg or png format.

For a long-term time horizon intended for planning, the
selected data are grouped by years and can be estimated from
4 to 8 years for the AR,MA, ARMA, and ARIMA algorithms.

 e value of the mean calculated for an instant of time
t+ i can be seen more clearly by positioning the mouse over
the point of interest, as shown in Figure 7.

Linear graphs are recommended to represent time series;
however, interval graphs show values within an estimated
range between two values, a minimum and a maximum,
depending on the user whose graph meets the expected
results.

 e process focused on the energy sector of the Eastern
region within the platform which is currently linear and is
described in Figure 8.

 e �gure describes the time that the ETL process takes,
de�ned as t1, the time the construction of models and their
validation takes is t2, and the time setting the parameters,
�ltering the data, and generating the forecasts take is t3.

 e time that t1 consumes, until the data is loaded in a
central repository, is variable given the quantity and quality
of the data, as well as time t2 that is needed to generate

models and adjust them; this depends on the established
considerations and the human’s expertise. However, times t1
and t2, after being implemented in the platform, do not need
to be considered again, only time t3.

Time t3 is a�ected by the duration of the extraction by the
query in the database, depending on the selected parameters,
the number of models chosen, the generation of forecasts,
and the rendering of the graphs.

4. Discussion and Conclusions

More and more companies invest in personnel, infra-
structure, and equipment in the processing of information
related to the business, that is, extracting key information,
identifying patterns and trends, and making estimates, due
to the great value and impact it generates for the strategic
decision-making process, decisions in the short, medium,
and long term.

 ere are specialized systems that generate forecasts in the
market, but theprices arehigh. Somehavepayment foruse, for
data, for algorithms, for visitors, and in other cases for periods
of time. is platform, being developed in amodularwaywith
free and open-source software, can be maintained and scaled
according to needs. Among the advantages observed given its
implementation, the following can be mentioned:

(i) It saves time and e�ort and focuses personnel on
priority activities, since it avoids searching for in-
formation from di�erent sources and performing

G
en

er
at

io
n

9,200 MWh

Graphs

0.5 1 1.5 2 2.5 3 3.5 4 4.5 5 5.5 6 6.5 7 7.5 8 8.5

9,000 MWh

8,800 MWh

8,600 MWh

8,400 MWh

8,200 MWh

8,000 MWh

7,800 MWh

7,600 MWh

7,400 MWh

AR
MA
ARMA

ARIMA
Mean

Figure 7: Interval plot for a long-term time horizon.
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Figure 8: Linear execution diagram of the proposed platform.
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ETL procedures, over and over again, which de-
viates from the main activity, that is, optimizing
energy generation.

(ii) It ensures the reliability and completeness of the
data by bringing together all the information
available from different sources and having the
same business rules applied to all the data, pre-
venting each person from trying to standardize
their own format.

(iii) avoids the duplication of information and, there-
fore, reduces the number of available resources
needed to store it and distribute it to all users who
require it, not only to generate forecasts but also to
be used for other purposes in other areas.

(iv) high availability of the data, by having the data
centralized, it helps to back it up and export it to
another place, provides agility, and saves time when
moving from one solution to another.

(v) It responds to hypotheses more quickly, since times
t1 and t2 are saved in the following executions or to
generate new models.

(vi) by allowing various profiles and different users for
each of them, which facilitates access according to
the assigned permissions. +e established autho-
rizations are defined on the profile and can be
viewed for all people assigned to that position by
strategic planning.

(vii) dark mode for low light conditions and visual fa-
tigue is reduced so that it can be configured
depending on the user’s needs.

+is platform contributes to being prepared for the times
that come with the acquisition of greater volumes of data
(Big Data) in real time [51–54], accessing answers in a short
period of time, as well as the ability to engage with the
algorithm changes in a modular way, although at the mo-
ment it is necessary that the person who implements new
models has programming knowledge.

+is platform is limited to the energy sector, considering
the data, attributes, metrics, and the business rules.
+erefore, to implement it in another area, it is necessary to
carry out an analysis of it to define some opportunities,
determine a clear, specific, and viable objective, and review
which indicators are sought according to the operation of the
business, the users to those that are focused, and the per-
missions for each of them to prevent them from executing
actions that may incur deviations.

+e preprocessing of the data to clean it, adjust it, and
transform it into a structure to be used is part of the ETL
process within the platform, although it is not automated at
the moment, which could mean saving time and money at
various points for achieving greater competitiveness and
other additional benefits.

Currently, only historical data from the Eastern region of
the country is used; however, increasing the number of
regions can be an excellent step to analyze the data and study
how all the regions of the country interact.

Some improvement opportunities have been detected on
the platform that is executed here which can reduce the
processing time:

(i) Connect input devices with the information di-
rectly to the central repository, to incorporate data
upload in real time or where periods and fre-
quencies can be established for data reading.

(ii) Dynamically graph as the data arrives at the
platform and represent it on the dashboard.

(iii) Incorporate new algorithms and increase the time
horizon implemented in the dashboard.

(iv) Segment the data by similar days, special days, and
vacation periods and with them generate new
models.

(v) Automatically adjust, validate, evaluate, and op-
timize the accuracy of forecast models. For this, it
is necessary to observe the real values, compare
them to measure the error (Ɛ), and adjust the
model that meets a satisfactory level of reliability.

(vi) Emulate possible scenarios, modifying the values
of the variables, in order to obtain personalized
recommendations and anticipate actions in
advance.

(vii) Automate the models to be adaptive and evolu-
tionary, when data arrives which is out of the
expected, ask if it is acceptable, and adjust the
models automatically by applying relearning.

(viii) Add real-time visualization of geospatiality by
country regions.

(ix) Simultaneously process different models, applying
parallelism on the platform.

(x) Display automated alarms with specific expected
values and unexpected values or when it falls
outside of some allowed range.

(xi) Add prescriptive analysis in the dashboard with
metrics and estimates capable of proposing per-
sonalized recommendations according to each of
the user profiles.

+e general idea is to increase the value of the platform,
turning it into a reactive system, dynamically updated in real
time, with the ability to offer more accurate forecasts, with
adaptive and evolutionary algorithms over time based on
data.

+e platform could function as a virtual laboratory,
where different scenarios can be created and new hypotheses
answered, thus establishing adequate strategies to deal with
the expected events, as well as to evaluate forecasting
methods and obtain answers as to which is the fastest
method and which is the most accurate for which time
horizon, putting them to compete automatically and obtain
the best algorithm, assessing what corresponds and, if
necessary, an adjustment can be done independently.

However, despite these limitations, the platform could
constitute one of the fundamental bases for improving
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energy efficiency in the world, organizations, or nations.
Since it is allowed to be prepared for the operation of the
operating business, project equipment maintenance, growth
planning, to know when to dispatch the cheapest or cleanest
energy, giving preference to renewable generation and
providing benefits to the environment and the economy
[16, 55–57].

An integrated system focused on the energy sector with
good forecast results reduces the need for reserves, takes
advantage of the diversity of energy sources, and can absorb
the fluctuations that are generated to achieve a quality en-
ergy supply, making the most of the production infra-
structure and distribution.

+is platform takes advantage of the knowledge that is
generated, its behaviors, and patterns, raising its value and
potential and providing support for decision-making in the
energy sector.

Data Availability

+e data used to support the findings of the study were
extracted from the public and available repository of the
National Center for Energy Control, Mexico (CENACE),
from January 29, 2016, to April 30, 2021, and were averaged
to daily data corresponding to the Eastern region of the
country, tagged in the files as ORI.+ese data are available at
https://www.cenace.gob.mx/Paginas/SIM/Reportes/
EstimacionDemandaReal.aspx. Subsequently, the methods
explained in the article were carried out.

Conflicts of Interest

+e authors declare that they have no conflicts of interest.

References

[1] M. Kubat, An Introduction to Machine Learning, Springer
International Publishing, Berlin, Germany, 2017.

[2] J. Pei, J. Han, and H. Tong, Data Mining: Concepts and
Techniques, Elsevier Science & Technology Books, Amster-
dam, Netherlands, 2021.

[3] A. Puder, Distributed Systems Architecture: A Middleware
Approach, Elsevier, Amsterdam, Netherlands, 2005.

[4] C. Chase, Demand-Driven Forecasting, John Wiley & Sons,
Hoboken, NJ, USA, 2009.
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[32] W. Hasperué, “Extracción de conocimiento en grandes bases
de datos utilizando estrategias adaptativas,” 2012, http://hdl.
handle.net/10915/4215.

[33] O. Maimon and L. Rokach, “Introduction to knowledge
discovery in databases,” Data Mining and Knowledge Dis-
covery Handbook, Springer, Boston, MA, USA, pp. 1–17, 2021.

[34] F. Wolfe, “How Artificial Intelligence Will Revolutionize the
Energy Industry. Special Edition on Artificial Intelligence,”
2017, https://sitn.hms.harvard.edu/flash/2017/artificial-
intelligence-will-revolutionize-energy-industry/.

[35] L. Dannecker, Energy Time Series Forecasting, Springer
Fachmedien Wiesbaden, Wiesbaden, Germany, 2015.

[36] R. A. Davis and P. J. Brockwell, Introduction to Time Series
and Forecasting, Springer, Berlin, Germany, 2016.

[37] T. Halkjelsvik and M. Jorgensen, Time Predictions: Under-
standing and Avoiding Unrealism in Project Planning and
Everyday Life, Springer, Berlin, Germany, 2018.

[38] D. Valencia, C. Moreno, and C. Lozano, “Modelo de
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